






C4.5 Decision Tree Guide

. A Comprehensive Step-by-Step Guide to Building a Decision Tree Using C4.5 Algorithm. Show the 
full table and careful with no of Yes and No. Do all ateps.

Here’s a Comprehensive Step-by-Step Guide to building a Decision Tree using the C4.5 Algorithm with
a full dataset and careful counting of "Yes" and "No" values.

Step 1: Sample Dataset

Let’s consider a dataset for Weather and Play Decision:

ID Outlook Temperature Humidity Wind Play (Target)

1 Sunny Hot High Weak No

2 Sunny Hot High Strong No

3 Overcast Hot High Weak Yes

4 Rain Mild High Weak Yes

5 Rain Cool Normal Weak Yes

6 Rain Cool Normal Strong No

7 Overcast Cool Normal Strong Yes

8 Sunny Mild High Weak No

9 Sunny Cool Normal Weak Yes

10 Rain Mild Normal Weak Yes

11 Sunny Mild Normal Strong Yes

12 Overcast Mild High Strong Yes

13 Overcast Hot Normal Weak Yes

14 Rain Mild High Strong No

Total: 14 instances

Yes = 9
No = 5

Step 2: Calculate Entropy of the Dataset

Entropy Formula:

where:

 = proportion of Yes

E(S) = −p ​ log ​(p ​) −+ 2 + p ​ log ​(p ​)− 2 −

p ​+
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Excercise Solution



 = proportion of No

So, Entropy(S) = 0.940.

Step 3: Compute Information Gain for Each Attribute

3.1 Information Gain for 'Outlook'

Outlook Yes No Total Entropy

Sunny 2 3 5  = 0.971

Overcast 4 0 4  = 0.000

Rain 3 2 5  = 0.971

3.2 Information Gain for 'Temperature'

Temperature Yes No Total Entropy

Hot 2 2 4

Mild 4 2 6

Cool 3 1 4

3.3 Information Gain for 'Humidity'

Humidity Yes No Total Entropy

High 3 4 7

Normal 6 1 7
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E ​ =Outlook ​ ×
14
5

0.971 + ​ ×
14
4

0.000 + ​ ×
14
5

0.971

= 0.346 + 0 + 0.346 = 0.693

Gain(Outlook) = 0.940 − 0.693 = 0.247

E = 1.000

E = 0.918

E = 0.811

E ​ =Temperature ​ ×
14
4

1.000 + ​ ×
14
6

0.918 + ​ ×
14
4

0.811

= 0.286 + 0.393 + 0.232 = 0.911

Gain(Temperature) = 0.940 − 0.911 = 0.029

E = 0.985

E = 0.591
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3.4 Information Gain for 'Wind'

Wind Yes No Total Entropy

Weak 6 2 8

Strong 3 3 6

Step 4: Choose Attribute with Highest Gain

Outlook = 0.247 (Highest)
Humidity = 0.151
Wind = 0.048
Temperature = 0.029

So, Outlook is the root node.

Step 5: Build the Decision Tree

1. If Outlook = Overcast → Play = Yes (100% Yes)
2. If Outlook = Sunny:

If Humidity = High → Play = No
If Humidity = Normal → Play = Yes

3. If Outlook = Rain:
If Wind = Strong → Play = No
If Wind = Weak → Play = Yes

yaml

           Outlook

         /    |    \

    Sunny  Overcast  Rain

     /  \      |     /   \

  Humidity   Yes   Wind  No

  /     \         /    \

High    Normal  Weak  Strong

 No      Yes    Yes     No

Conclusion

E ​ =Humidity ​ ×
14
7

0.985 + ​ ×
14
7

0.591

= 0.493 + 0.296 = 0.789

Gain(Humidity) = 0.940 − 0.789 = 0.151

E = 0.811

E = 1.000

E ​ =Wind ​ ×
14
8

0.811 + ​ ×
14
6

1.000

= 0.463 + 0.429 = 0.892

Gain(Wind) = 0.940 − 0.892 = 0.048
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This is the final C4.5 Decision Tree, showing the best split based on Entropy and Information Gain.

Would you like me to add pruning steps or convert this into pseudocode? 🚀
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