
Data Mining 

Data Mining: What Can Be Mined, How It Is Mined, and 

the Challenges Involved 

Meaning and Scope of Data Mining 

Data mining is the process of discovering useful, non-trivial, previously unknown, and 

actionable patterns from large datasets. It goes beyond simple querying by revealing hidden 

structures, relationships, and trends that support decision-making. Depending on objectives, 

data mining tasks are broadly descriptive (to summarize data) or predictive (to forecast 

unknown values). 

 

What Kinds of Data and Patterns Can Be Mined 

Types of Data That Can Be Mined 

Data mining techniques are applicable to a wide variety of data forms: 

 Relational and transactional data (tables, sales records) 

 Data warehouse data (summarized, multidimensional data) 

 Time-series and sequence data (stock prices, click streams) 

 Spatial data (maps, GIS) 

 Text and multimedia data (documents, images, audio, video) 

 Web data (logs, social media, hyperlinks) 

The richness of data types directly influences the complexity of mining tasks. 

 

Class and Concept Description 

This task summarizes and characterizes groups of data objects known as classes or concepts 

(e.g., customer categories). 

 Characterization describes a single target class 

Example: Profiling high-value customers by age, income, and credit rating. 

 Discrimination compares a target class with contrasting classes 

Example: Frequent buyers vs. infrequent buyers. 

Outputs are often presented as tables, charts, data cubes, or characteristic rules. 

 

Frequent Pattern Mining and Association Analysis 



Frequent patterns are patterns that occur repeatedly in data. 

 Frequent itemsets: Items frequently purchased together 

Example: {Milk, Bread} 

 Sequential patterns: Ordered events 

Example: Laptop → Camera → Memory Card 

 Structured patterns: Frequent substructures (trees, graphs) 

Association Rules 

Association rules reveal relationships of the form: 

X → Y 

Key measures: 

 Support: Proportion of transactions containing X and Y 

 Confidence: Probability of Y occurring given X 

Example: 

“If a customer buys a computer, there is a 50% chance they buy software.” 

Rules may be single-dimensional or multi-dimensional depending on attributes involved. 

 

Classification and Regression 

These are predictive mining tasks. 

 Classification predicts categorical labels using labeled data 

Common models: Decision Trees, IF-THEN rules, Naïve Bayes, SVMs, Neural 

Networks 

Example: Predicting customer response (Yes / No / Maybe) 

 Regression predicts continuous numeric values 

Example: Forecasting sales revenue 

Key distinction: 

Classification → discrete output 

Regression → continuous output 

 

Cluster Analysis 

Clustering groups data objects without predefined labels. 

Objectives: 

 Maximize similarity within clusters 



 Minimize similarity between clusters 

Applications: 

 Customer segmentation 

 Market analysis 

 Taxonomy generation 

Key difference from classification: 

Clustering is unsupervised, classification is supervised. 

 

Outlier (Anomaly) Analysis 

Outliers are data objects that deviate significantly from normal behavior. 

Detection methods: 

 Statistical 

 Distance-based 

 Density-based 

Although often treated as noise, outliers are crucial in: 

 Fraud detection 

 Intrusion detection 

 Fault diagnosis 

 

Association Rule Mining: Simple Understanding 

Association rule mining identifies co-occurrence relationships among items in transactional 

data. 

Typical process: 

1. Find frequent itemsets using minimum support 

2. Generate strong rules using minimum confidence 

Example rule interpretation: 

 Support = 30% → rule applies to 30% of transactions 

 Confidence = 70% → 70% reliability when X occurs 

Association mining is widely used in market basket analysis, recommender systems, and 

cross-selling strategies  



. 

 

Issues and Challenges in Data Mining 

Data Quality Issues 

 Missing values 

 Noisy or inconsistent data 

 Redundant and irrelevant attributes 

Poor data quality leads to misleading patterns. 

 

Scalability and Efficiency 

 Mining must handle massive datasets 

 Algorithms should scale with data size and dimensionality 

 

High Dimensionality 

As the number of attributes increases, pattern discovery becomes harder due to the curse of 

dimensionality. 

 

Pattern Interestingness 

Not all discovered patterns are useful. 

A pattern is considered interesting if it is: 

 Understandable 

 Valid on new data 

 Useful or actionable 

 Novel or unexpected 

Measures include support, confidence, accuracy, coverage, and complexity, as well as 

subjective measures like domain relevance. 

 

User Interaction and Knowledge Integration 

 Mining systems must allow user control 

 Domain knowledge should guide pattern discovery 



 Over-automation can produce irrelevant results 

 

Privacy and Security 

Mining sensitive data raises concerns about: 

 Data misuse 

 Confidentiality breaches 

 Ethical and legal constraints 

 

Final Perspective 

Data mining is not merely algorithm execution—it is a human-centered, iterative process 

combining data preparation, intelligent analysis, and interpretation. Descriptive techniques 

summarize what exists, predictive techniques estimate what will happen, association rules 

reveal hidden relationships, and clustering exposes natural groupings. However, real-world 

mining success depends on data quality, scalability, meaningful patterns, and responsible use. 

Exercise & solution have been provided below 

 

 

 


